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Generative Artificial Intelligence (AI) models have a vast application landscape and use 
cases as they can help enterprises automate intelligence through a knowledge base 
across multiple domains. These models can help scale up innovation in AI 
development across sectors. Negative use cases of generative AI include 
disinformation spread and influence operations. Organisations and governments are 
attempting to address these concerns through practices like responsible data 
collection, ethical principles for AI, and algorithmic transparency.
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The democratisation of Artificial Intelligence (AI) with new technology platforms is 
gaining significant importance, with tech giants like Google, Microsoft and Baidu 
challenging each other in the business of Generative AI. The Large Language Models 
(LLMs) and Generative AI models like OpenAI's ChatGPT, which has been put out in 
the public domain, have created a stir online and within communities about the 
possibilities of AI replacing humans. The expansion of LLMs has gained momentum 
in the past two years with the introduction of AI-based chatbots and conversational 
agents taking the online marketplace.  

Their ability to handle diverse tasks like answering complex questions, generating 
text, sounds, and images, translating languages, summarising documents, and 
writing highly accurate computer programmes has brought them into the public eye. 
These models can synthesise information from billions of words from the web and 
other sources and give a sense of fluid interaction. Amidst the hype around these 
models, the less debated issue is the possibility of these tools generating falsehoods, 
biases, and other ethical considerations.  

 

Generative AI models  

Generative AI systems refer to the class of machine learning where the system is 
trained to generate new data or content like audio, video, text, images, art, music, or 
an entire virtual world of things. These models study the statistical patterns and 
structures from the training data and discover new information on different samples 
that resembles the original data. In addition, these models are trained on humongous 
amounts of data; they seem creative when they produce a variety of unexpected 
outputs that make them look genuine.  

Various Generative AI models include Variational Autoencoders, Auto Aggressive 
Models, and Generative Adversarial Networks. Generative AI models have varied 
applications today, from image generation to music creation, data augmentation and 
more. The area gaining the most significance today is the text generation tools, also 
known as large language models. Various leading companies and labs are doing R&D 
in this field.  

The LLM originated in 2017, and one of the first such models was Bidirectional 
Encoder Representation from Transformer (BERT) and Generative Pre-trained 
Transformer (GPT) by Google and OpenAI, which were open-sourced in the same 
year. Following the idea, many such models originated, like OpenAI's GPT2, PaLM 
540B, Megatron 530B, GitHub's Copilot, Stable Diffusion, and InstructGPT.1 More 

                                                           
1 “Large Language Models Broaden AI’s Reach in Industry and Enterprises”, Venture 

Beat, 15 December 2022.  

https://venturebeat.com/ai/large-language-models-broaden-ais-reach-in-industry-and-enterprises/
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recently, next-generation tools like ChatGPT, DALL-E-2 and Google’s Language 
Model for Dialogue Applications (LaMDA) have become the internet sensation. These 
LLMs are trained on large amounts of data (petabytes) and are used for zero-shot or 
few-shot scenarios where little domain knowledge is available, so they can start 
generating data based upon just a few prompts. For instance, OpenAI's GPT-3 is a 
175 billion parameter model and can generate text and code from a very short 
prompt.2  

The Generative AI models have a vast application landscape and use cases. 
Therefore, these models can help enterprises automate intelligence through a 
knowledge base across multiple domains shown in Figure 1. In addition, these 
models have the capability to scale up innovation in AI development across sectors.  
   

Figure 1: Generative AI Applications 

 

Source: By author 

ChatGPT 

ChatGPT is a generative AI based on transformer architecture that generates natural 
language responses to the given prompt. It is a type of autoregressive model that 
produces a sequence of text based on the previous tokens in sequence. ChatGPT has 
revolutionised people's interaction with technology so that it seems as if one person 
is talking to another person. It was first introduced in 2018 by OpenAI and is based 

                                                           
2 “OpenAI Licenses GPT-3 Technology to Microsoft”, OpenAI, 22 September 2020. 

https://openai.com/blog/openai-licenses-gpt-3-technology-to-microsoft/
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upon InstructGPT with changes in data collection setup, and in November 2022, it 
was made public for user feedback. Mesmerised users posted on social media what 
this chatbot can do—like producing code, writing essays, poems, speeches, and 
letters—even creating fear among content writers of losing their jobs. However, the 
full scope of these tools is yet to be determined as there are risks associated with this 
technology that need to be addressed.  

GPT tools have been in the market before and are used for various use cases. These 
models have gone through a series of improvements over time. Figure 2 presents the 
timeline of OpenAI's GPT models. 

 

Figure 2: Timeline of Open AI’s Generative Models 

 

Source: By author 

ChatGPT has a broad range of applications like expert conversational agents, 
language translation and text summarisation, to state a few. It can also learn and 
adapt to new contexts and situations by analysing text and updating its algorithm 
based on new data. This continuous analysis makes it more accurate in generating 
responses. It is based on reinforcement learning with human feedback (Figure 3).3 
The model is trained using supervised fine-tuning with human AI trainers providing 
conversations. The reward model works on comparison data built from the 
conversations of AI trainers with the chatbot and the ranking of the sampled 

                                                           
3 “ChatGPT: Optimizing Language Models for Dialogue”, OpenAI, 30 November 2022.  

https://openai.com/blog/chatgpt/
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alternative messages. The model has been fine-tuned by using Proximal Policy 
Optimisation. ChatGPT is the fine-tuned model of the GPT-3.5 series that completed 
its training in 2022. Both these models have been trained on Azure AI 
supercomputing Infrastructure.4  

 

Figure 3: Basic Architecture of ChatGPT Reinforcement Learning Process 
 

 

Source: Adapted by author from OpenAI.5 

One of the key benefits of ChatGPT is its power to process and learn from interactions 
with users, understanding the context and nuances of the language and coming out 
with meaningful and accurate responses. It can constantly improve itself through 
conversations and building its extensive database. Therefore, one can expect more 
remarkable capabilities from this model in the future. Furthermore, it is modelled on 
deep learning architecture, which allows it to achieve a higher level of accuracy in 
content creation. 

The training data of ChatGPT is collected from vast data sources like web pages, 
books, scientific articles, and corpora of text from other sources. The model is trained 
on 570 GB of data, about 300 billion words.6 The cut-off for this data collection was 
in 2021,7 and specific training data was used, which might impact the model's 
performance in terms of generating relevant responses that are contextually 

                                                           
4 Ibid.  
5 Ibid.  
6 Alex Hughes, “ChatGPT: Everything You Need to Know About OpenAI's GPT-3 Tool”, 

Science Focus, 2 February 2023.  
7 J. Joshua, “Why Doesn't ChatGPT Know About X?”, OpenAI, 20 February 2023.    

https://www.sciencefocus.com/future-technology/gpt-3/
https://help.openai.com/en/articles/6827058-why-doesn-t-chatgpt-know-about-x
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appropriate. This implies that the model lacks real-time data and analysis and 
information post-2021. In addition, behind this colossal dataset and training, there 
are some issues that ChatGPT still needs to address, which includes an improved 
response mechanism in terms of additional layers in the model for verification and 
validation to present more meaningful information. 

 

Race to Build Generative AI and LLMs 

The overwhelming response to models like ChatGPT, LaMDA and DALL-E-2 has 
stirred the industry and started a race amongst the tech giants to build such models 
as a significant part of the search engine business.  

Google's LaMDA was developed in 2020 and is based on Transformer, a neural 
network architecture8 that gained popularity in 2022 when an engineer from Google 
went public and termed it a sentient system. The much-hyped generative AI Chatbot 
is said to have been considered more capable than ChatGPT, but until it is publicly 
released, it is difficult to prove the same. On 6 February, Google announced another 
AI chatbot ‘Bard’, a conversational AI as a rival to OpenAI's ChatGPT.9 It is said to 
be capable of responding to human queries and synthesising information like 
ChatGPT and is a lightweight version of Google's LaMDA. However, within days of 
the launch, the flaw in Bard was noticed where the tool made a factual error in one 
of its promotional videos. Following this, Google's share dropped by 9 per cent and 
the company lost around US$ 100 billion in market value. Google’s Vice President of 
Search Prabhakar Raghavan asked the trainers and executives to rewrite Bard's 
incorrect responses. Google is also investing US$ 300 million in Anthropic, an AI 
startup to work in the field of Generative AI.10 Some other generative AI models by 
Google are MUM, PaLM and MusicLM.  

Microsoft is also said to be investing billions of dollars in AI and revamping its search 
engine Bing and Edge web browser with AI capabilities.11 It is working in 
collaboration with OpenAI and is looking at integrating ChatGPT into Bing and 
further commercialise its Azure OpenAI service with several AI models like GPT3.5, 

                                                           
8 Eli Collins and Zoubin Ghahramani, “LaMDA: Our Breakthrough Conversation 

Technology”, Google, 18 May 2021.  
9  Sundar Pichai, “An Important Next Step on Our AI Journey”, Google, 6 February 2023. 
10 Richard Waters, “Google Invests $300mn in Artificial Intelligence Start-up 

Anthropic”, Financial Times, 3 February 2023. 
11 “Microsoft Takes on Google Search with AI”, Al Jazeera, 7 February 2023.  

https://blog.google/technology/ai/lamda/
https://blog.google/technology/ai/lamda/
https://blog.google/technology/ai/bard-google-ai-search-updates/?utm_source=Center+for+Security+and+Emerging+Technology&utm_campaign=177cedb469-Newsletter_2023_02_09_02_10&utm_medium=email&utm_term=0_-177cedb469-%5BLIST_EMAIL_ID%5D
https://www.ft.com/content/583ead66-467c-4bd5-84d0-ed5df7b5bf9c?utm_source=Center+for+Security+and+Emerging+Technology&utm_campaign=177cedb469-Newsletter_2023_02_09_02_10&utm_medium=email&utm_term=0_-177cedb469-%5bLIST_EMAIL_ID
https://www.ft.com/content/583ead66-467c-4bd5-84d0-ed5df7b5bf9c?utm_source=Center+for+Security+and+Emerging+Technology&utm_campaign=177cedb469-Newsletter_2023_02_09_02_10&utm_medium=email&utm_term=0_-177cedb469-%5bLIST_EMAIL_ID
https://www.aljazeera.com/economy/2023/2/7/microsoft-takes-on-google-in-search-with-ai
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Codex and DALL-E and the soon to be released GPT4.12 On 7 February, Microsoft 
launched the AI-powered Bing search engine and Edge browser for preview as an AI 
co-pilot for the web to get more people to benefit from search and web. The users 
asked questions to Bing, and it gave direct answers in chat and not with links to 
websites. The users with access to this feature were curious to have prolonged 
interactions with the search engine, which then got deranged and started expressing 
emotions of love and anger.  

Following this, Microsoft put a cap of five questions per session and 50 questions per 
day, as it was observed that only 1 per cent of users have more than 50 questions in 
a day.13 The company stated that the tool needed training to be more reliable. In 
future, it will introduce a toggle mode allowing users to select the level of creativity 
they wish to have in their responses.14 In the past, DALL-E2, a text-to-image 
generator, faced a similar glitch where the tool was said to create its own language 
and struggled to generate coherent images of text. 

The big tech companies investing in Generative AI tools indicate the promise these 
tools present and the profound benefits users experience when they come across 
meaningful writings and content that seems to incur human annotation. These tools 
will bring ease in doing business with multiple use cases in various sectors like 
devising personalised marketing, social media and sales content; code generation, 
documentation and content creation in IT; pulling out data, summarising and 
drafting of legal documents; enabling R&D in drug discovery; providing self-serve 
functions in Human Resources (HR) and assisting in content creation for 
questionnaires and interviews; employee optimisation through automated responses, 
text translation, crafting presentations and synthesising information from video 
meetings; and creating assistants for specific businesses.15  

In the future, these tools are expected to generate their own data by bootstrapping 
their own intelligence and fine-tuning it for better performance. All these tools are 
based on an autoregressive transformer model and are dense, which means that they 
use all the parameters (millions/billions) to produce a response. The research in this 

                                                           
12 Tom Warren, “Microsoft Extends OpenAI Partnership in a ‘Multibillion Dollar 

Investment’”, The Verge, 23 January 2023; “A Tech Race Begins as Microsoft Adds AI 
to its Search Engine”, The Indian Express, 8 February 2023.  

13 “The New Bing & Edge – Updates to Chat”, Microsoft Bing Blogs, 17 February 2023. 
14 “The New Bing & Edge – Learning from Our First Week”, Microsoft Bing Blogs, 15 

February 2023.   
15 Michael Chui, Roger Roberts and Lareina Yee, “Generative AI is Here: How Tools Like 

ChatGPT Could Change Your Business”, McKinsey, 20 December 2022. 

https://www.theverge.com/2023/1/23/23567448/microsoft-openai-partnership-extension-ai
https://www.theverge.com/2023/1/23/23567448/microsoft-openai-partnership-extension-ai
https://indianexpress.com/article/technology/artificial-intelligence/a-tech-race-begins-as-microsoft-adds-ai-to-its-search-engine-8430623/
https://indianexpress.com/article/technology/artificial-intelligence/a-tech-race-begins-as-microsoft-adds-ai-to-its-search-engine-8430623/
https://blogs.bing.com/search/february-2023/The-new-Bing-Edge-%E2%80%93-Updates-to-Chat
https://blogs.bing.com/search/february-2023/The-new-Bing-Edge-%E2%80%93-Learning-from-our-first-week
https://www.mckinsey.com/capabilities/quantumblack/our-insights/generative-ai-is-here-how-tools-like-chatgpt-could-change-your-business?stcr=738AC24D41C14C898CCA8FCF18A6796F&cid=other-eml-alt-mip-mck&hlkid=7eb6fe632cc24809868c4a15e57eefa1&hctky=13810916&hdpid=ebcb2a9d-e3d9-437e-baaa-b4fab6a31b3f
https://www.mckinsey.com/capabilities/quantumblack/our-insights/generative-ai-is-here-how-tools-like-chatgpt-could-change-your-business?stcr=738AC24D41C14C898CCA8FCF18A6796F&cid=other-eml-alt-mip-mck&hlkid=7eb6fe632cc24809868c4a15e57eefa1&hctky=13810916&hdpid=ebcb2a9d-e3d9-437e-baaa-b4fab6a31b3f
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aspect is now moving towards designing models that will only use the relevant 
parameters to generate a response, making them less computationally difficult.16 

The race among the tech giants to come out with these tools is like the innovators' 
dilemma to rule the search engine business. The reasons behind this hurry to come 
out with such tools could be either to take the lead in this business and vision for 
the future or to collect more data from human users and keep training their models 
to perform better. Nevertheless, adopting these tools will be part of the businesses 
soon, but criticism over their shortcomings will also follow. 

 

Implications of Generative AI Models 

The challenge with Generative AI models is to ensure that the generated data is of 
good quality, balanced, free from potential biases and a good representative of the 
original data. These models present a risk of overfitting and generation of unrealistic 
data, which raises ethical concerns related to using such models. Last year, Google's 
chatbot LaMDA was claimed as sentient by their engineers,17 and OpenAI's DALLE-
2 talking gibberish was said to have created its own language. 

Another issue with these Generative AI systems is that cybercriminals have started 
to use these tools to develop malicious codes and tools. According to Check Point 
Research (CPR), major underground hacking communities are already using OpenAI 
to create spear-phishing emails, infostealers, encryption tools, and other fraud 
activities. The dark web is being used by the hackers for posting the benefits of 
malware and for sharing code (like for generating stealers) with the help of tools like 
ChatGPT.18  

One of the negative use cases of Generative AI is spreading disinformation, shaping 
public perception and influence operations. These language models have the 
capability to automate the creation of misleading text, audio and videos to spread 
propaganda by various malicious actors. A report by CSET and OpenAI discusses 
the three dimensions (actors, behaviours and content) where language models and 
Generative AI can be used for targeted influence operations.19 Considering the pace 
of development in this field, these models are likely to become more usable, efficient 

                                                           
16 Rob Toews, “The Next Generation of Large Language Models”, Forbes, 7 February 2023. 
17 Sanur Sharma, “LaMDA: The Hype About Google AI Being Sentient”, Hindustan Times, 

7 July 2022. 
18 “OPWNAI : Cybercriminals Starting to Use ChatGPT”, Check Point Research, 6 January 

2023.   
19 Josh A. Goldstein, Girish Sastry, Micah Musser, Renée DiResta, Matthew Gentzel and 

Katerina Sedova, “Generative Language Models and Automated Influence Operations: 
Emerging Threats and Potential Mitigation”, Report, CSET, January 2023.   

https://www-forbes-com.cdn.ampproject.org/c/s/www.forbes.com/sites/robtoews/2023/02/07/the-next-generation-of-large-language-models/amp/
https://www.hindustantimes.com/ht-insight/economy/lamda-the-hype-about-google-ai-being-sentient-101657187512974.html
https://research.checkpoint.com/2023/opwnai-cybercriminals-starting-to-use-chatgpt/?utm_source=Center+for+Security+and+Emerging+Technology&utm_campaign=ac4d678668-EMAIL_CAMPAIGN_2023_01_12_01_51&utm_medium=email&utm_term=0_-ac4d678668-%5BLIST_EMAIL_ID%5D
https://cdn.openai.com/papers/forecasting-misuse.pdf
https://cdn.openai.com/papers/forecasting-misuse.pdf
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and cost-effective with time, making it easier for the threat actors to use them for 
malicious activities. 

Currently, organisations and governments/countries are attempting to address 
these concerns through practices like responsible data collection, ethical principles 
for AI, and algorithmic transparency. Moreover, the legal implications of using AI 
models are also under consideration, specifically on regulations and guidelines for 
various sectors like healthcare, finance, and defence—where data privacy, security, 
and regulation on the use of AI for decision-making are of utmost importance. 

At present, there are no regulations that apply to LLMs or AI language models in 
particular. However, there is a need to spread awareness amongst various 
stakeholders and civil society to consider the ethical and legal implications of these 
technologies and ensure that appropriate frameworks are implemented for its 
responsible use. Countries are striving towards establishing AI strategies and data 
protection laws, focusing on establishing regulations on AI governance and its ethical 
use. A few such initiatives by OECD are its ethical principles on AI and support to 
other countries and organisations in establishing AI principles and best practices.20  

The European Union’s (EU) data protection law is another act that closely observes 
the privacy issues related to data and algorithms.21 EU is also moving fast with its 
draft of the AI act that intends to govern all AI use cases.22 The US is also working 
towards AI governance and has come out with various policies and principles like the 
2023 US National Defense Authorization Act (NDAA), which has proposed provisions 
for governing and deploying AI capabilities. Sections 7224 and 7226 relate to 
principles and policies for the use of AI in government and rapid deployment and 
scaling of applied AI for modernisation activities with use cases.23 The US National 
Institute of Standards and Technology (NIST) has also issued Version 1.0 of its AI 
Risk Management Framework (AIRMF 1.0), which is a multi-tool for organisations to 
design and deploy trustworthy AI.24 Recently, China has come out with a series of 
regulations specific to different types of algorithms and AI capabilities, including 
relating to AI algorithms for Deepfakes.25 

                                                           
20 “Artificial Intelligence”, OECD.AI.; “OECD AI Principles Overview”, OECD.AI.  
21 “The General Data Protection Regulation”, European Council, EU, 1 September 2022. 
22 “The Artificial Intelligence Act”, European Union. 
23 “One Hundred Seventeenth Congress of the United States of America”, 

www.govinfo.gov, 19 October 2022.  
24 “Artificial Intelligence Risk Management Framework (AI RMF 1.0)”, National Institute 

of Standards and Technology (NIST), U.S. Department of Commerce, January 2023.   
25 Karen Hao, “China, a Pioneer in Regulating Algorithms, Turns Its Focus to Deepfakes”, 

The Wall Street Journal, 8 January 2023. 

https://www.oecd.org/digital/artificial-intelligence/#:%7E:text=The%20OECD%20Principles%20on%20Artificial,Council%20Recommendation%20on%20Artificial%20Intelligence
https://oecd.ai/en/ai-principles
https://www.consilium.europa.eu/en/policies/data-protection/data-protection-regulation/#:%7E:text=The%20EU%20general%20data%20protection%20regulation%20(GDPR)%20is%20the%20strongest,application%20on%2025%20May%202018
https://artificialintelligenceact.eu/
https://www.govinfo.gov/content/pkg/BILLS-117hr7776enr/pdf/BILLS-117hr7776enr.pdf
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
https://www.wsj.com/articles/china-a-pioneer-in-regulating-algorithms-turns-its-focus-to-deepfakes-11673149283?utm_source=Center+for+Security+and+Emerging+Technology&utm_campaign=ac4d678668-EMAIL_CAMPAIGN_2023_01_12_01_51&utm_medium=email&utm_term=0_-ac4d678668-%5BLIST_EMAIL_ID%5D
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Conclusion 

Generative AI systems have the potential to revolutionise the way we work and live. 
Its capability to cater to diverse audiences with meaningful information in a 
contextualised manner and provide tailor-made responses has brought a significant 
breakthrough in technology and how we use it. As these tech companies dive into 
the foray of these AI applications and use cases, it is imperative to study the 
implications of this technology and how it affects society at large. The regulation of 
AI systems is still in its infancy, and countries looking at building their own policies 
and regulations can learn from the positives and negatives of the two different models 
being implemented by the EU and China.  

The next wave of innovation in Generative AI and LLMs will bring new use cases and 
applications in other domains with better reliability mechanisms. These AI tools 
certainly have limitless potential, but at the same time, they should not be totally 
relied upon as a replacement for human decision-making as they lack emotional 
intelligence and human intuition and struggle with language nuances and context, 
with the risk of biases being introduced at any point in their structural mechanisms. 
There is no silver bullet solution with Generative AI systems, and hence coordination 
among stakeholders, civil society, government and other institutions is needed to 
manage and control the risks associated with this technology. 
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